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THE PROBLEM 

Modern aviation weapon systems impose increasingly complex and highly 
demanding command/control and information processing requirements on aircrew 
personnel.  Improved assessment methods and more complete knowledge of human 
performance capabilities and limitations in high-demand, multi-task 
environments are needed to better match operator to the changing human roles 
in emerging aviation systems.  The human engineering and human performance 
assessment and prediction technologies have, unfortunately, failed to keep 
pace with increasingly sophisticated airborne weapons systems currently 
being developed. 

The paucity of scientifically-based knowledge concerning the underlying 
human perceptual, cognitive, and motor processes makes it impossible to 
confidently influence system design or to te able to predict human and/or 
system performance in complex situations. This lack of knowledge stems 
primarily from not having firmly established: (a) the numbers of, the nature 
of, the underlying internal processes, (b) the distributions of time and 
accuracy capabilities for those processes, (c) the extent to which 
individual differences among those processes are stable across tasks which 
use those processes, (d) the nature or identification of task factors which 
cause (or accompany) the invoking of some processes but not others, and (e) 
possible fatigue, recovery, and/or interference in internal processing 
brought about by repeated and/or competing demands on those processes. 
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Resolution of these basic problems is seen as central in elevating both 
human engineering design/evaluation and human performance assessment/ 
prediction technologies to a more responsive level for the Navy's RDT&E 
system acquisition process and for meeting the Navy's personnel selection, 
assignment, and training requirements. 

The Theory of Underlying Internal Processes (UIPs) was described in the 
first volume of this series. In that document, it is shown that a factor 
analysis of the correlations (across subjects) of the response timer for a 
battery of tasks should lead to the discovery of independent factors which 
represent the underlying processes which are common to two or more tasks in 
the battery, and that loadings on those factors must all be zero or 
positive.  Such a factor structure is referred to as one having "positive 
manifold." This volume describes the modifications to the Hierarchical 
Factor Analysis (HFA) needed to arrive at such structures.  This volume 
contains a discussion of a new experimental methodology which permits the 
simultaneous investigation of a large number of experimental variables each 
of which may have many possible levels.  The need for such a methodology 
stems from the complex nature of tasks and environmental situations of 
interest to the Navy. The new technique is entitled Random Sampling of 
Domain Variance (RSDV) and is seen ?s alternative to the Analysis of 
Variance (ANOVA) method which has not been particularly successful in 
producing results which generalize to the real world. 

."A"' 

In addition to the Theory of Underlying Internal Processes (presented 
in volume one), the development of the method for obtaining positive 
manifold factor structures (presented in volume two), and the Random 
Sampling of Domain Variance (RSDV) method described in this volume, two 



other significant methodological developments have arisen during this 
project and are discussed in detail in the other volumes of this series: 

Volume 4 - Task Domains of Naval Flight Officers (NFOs). 

Volume 5 - Special Computer Applications in UIP/RSDV Studies . 
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1.  INTRODUCTION .y.v.\' 

The Random Sampling of Domain Variance (RSDV) concept presented 

here represents a new approach for experimental design and analysis.  Much 

dissatisfaction has been expressed for many years over the inability of 

results derived from Analysis of Variance (ANOVA) studies to be applied to 

practical problems of the real world.  These problems are well documented 

and will be discussed in subsequent sections along with how ANOVA, itself, 

contributes to those problems.  The advantages and disadvantages of both 

traditional experimental techniques and field studies are compared, and 

both are found wanting.  The RSDV concept represents a novel and 

rationally defensible approach to obtaining results, based on data 

collected in laboratory settings, which should more validly generalize to 

the real world and, thus, prove valuable to psychologists of all walks, 

regardless of whether they have a theoretical or practical bent.  The RSDV 

concept ulso appears to furnish an excellent bridge to link laboratory and 

field studies. 

The major feature of the RSDV concept involves the extensive 

usage of random sampling theory, on which virtually all tests of 

significance are based.  Because of this, the RSDV concept represents a 

natural progression in statistical methods, and one which, hopefully, will 

be readily grasped by most behavioral scientists and practitioners.  As 

with any new method, standard and convenient procedures need to be 

developed so that RSDV users can report their studies in formats easily 

understood by others in the field.  While no pretense is made that this 

type of effort has, in any way, been completed, at least some effort has 

been made toward this goal.  Some initial suggestions have been provided 

for researchers on the activities required in conducting RSDV studies p.nd 

how investigators might report both these activities and the findings they 

obtain from such studies. 
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BACKGROUND 

2. 1 DISSATISFACTION WITH EXPERIMENTAL RESULTS 

Psychology hdE long suffered from an enormous gulf between the 

accrual of experimental results collected in laboratory settings and the 

applicability of those same results to practical situations of the real 

world.  Nearly a decade ago, Simon (1975) documented the widespread 

disappointment, dissatisfaction, and disillusionment with the practical 

value of results from laboratory experimentation in all fields of 

psychology.  His paper reviewed nearly 240 analysis of variance (ANOVA) 

studies from 118 articles published in the journal Human Factors during 

the fourteen years between 1958 and 1972.  Among his findings were that 

over 92 percent of those studies investigated three or fewer experimental 

variables.  On the average, these variables accounted for only 45 percent 

of the total variance.  Over 98 percent of these studies investigated four 

or fewer variables and accounted for only 61 percent of the variance. 

" ■ ^ >« *• > 
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Dunnp*te (1966;, in his review of four American Psychological 

Association iAPA) journals, had found similar results nearly a decade 

earlier.  It should be clear to most psychologists that human performance 

in the complex, real world is governed by far more than three or four 

variables.  Thus, the results which Simon and Dunnette found certainly 

should not astonish us.  Indeed, we would be more surprised if so few 

variables were to be responsible for so much variance in human performance 

in real world situations.  Simon, however, pointed out that experimenters, 

too often, artificially enhanced the proportion of variance accounted for 

by using averaged rather than actual scores in their analyses.  To this 

criticism of ANOVA users, it should also be mentioned ihat, often, only 

l wo highly divergent levels of an experimental variable are investigated. 

1his practice, by removing the central portion of the possible effects, 

will also result in significant overestimates of real worlo variance that 
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is actually explainable.  For both of these reasons, the identical 

variables (which apparently work so well in laboratory settings) can be 

expected to account for tar less variance in the reel   world.  This 

phenomena, which has been experienced all ceo frequently, has lead, in 

part, to the disappointment, dissatisfaction, snd disillusionment 

mentioned earlier. 

C-f. 
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The widespread acceptance and advocacy of ANOVA, a technique 

championed for so long by many psychologists as the "preferred" 

experimental design and analysis technique, may be, perhaps, the real 

culprit.  The ready availability of ANOVA, with its statistical defensible 

rationale, initially offered experimental psychology the scientific 

respectability it originally needed and which it had been seeking.  At the 

same time, however, it must also be admitted that the wholesale embracing 

of ANOVA, with its lack of ability to simultaneously investigate many 

different levels of a large numb,.- of experimental variables, ultimately 

has delayed psychology from becoming the scientific discipline capable of 

predicting and/or explaining the behavior of humans confronted with the 

complex situations of the real world. 
ft 
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2. 2      A BRIEF HISTORY OF ANOVA 

It is desirable to he   briefly review the fifty-year history of 

the analysis of variance technique and how it came to play such a dominant 

role in experimental psychology.  ANOVA, as many now know, is a technique 

borrowed from procedures originally developed for agricultural research. 

R. A. Fisher (1934), the leading proponent and early populanser of ANOVA, 

pointed out that ANOVA's "one ciaii to  attention lies  in  its  concenj'ence." 

First, it provided a convenient procedure for summarizing a "itjj of 

statistic«] data," a task which was far more difficult in the 19305 when 

data analysis calculations were manually intensive and fraught with 

opportunities for making errors.  Secondly, Fisher pointed out that. ANOVA 

was "convenient in /aciiitatin; and reducing to a cosion for* aii the 

tests  of  significance nhich  we aay want to appiy." 
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Fishers major contributions were in the area of tests oi 

significance, and it is certainly understandable that he might favor a 

procedure that emphasized this aspect of stat.sties even if it neglected 

reporting the relationships between the experimental variables and the 

criterion.  What Fisher did was to greatly emphasize the issue of 

statistical significance over that of practical significance.  One cannot 

help but wonder if Karl Pearson, who had given correlation theory its 

mathematical foundations, would not hav'e selected a more balanced 

presentation of both the statistical and practical results of studies. 

But by 1933, Pearson had retired from the scene.  Fisher had succeeded him 

to the prestigious chair of the Galten Professorship at University College 

in London and had, thus, inherited the most influential position in 

statistics at that time.  If Fisher advocated ANOVA, it must be good'  It 

is worth mentioning that, while ANOVA represented a new methodology by 

which to accomplish various calculations and a new way to present and 

summarize one's results, it neither invented the concept of tests of 

significance, nor created any new tests.  Instead, it adopted those which 

had been completely worked out in the early 19205. 

While ANOVA gained some early advocates and disciples, its 

usefulness was certainly being questioned by other leaders in statistics. 

Peters and Van Voorhis (1940), for example, in a faintly disguised 

allusion to ANOVA's origin in agricultural research, stated, "2^ is   alutys 

pedantic  to take  forced use  of statistical  devices  borrowed fro»  another 

field  nhen   they   only   poorly   fit."     Peters and Van Voorhis made a large 

distinction between the type of research which could make use of ANOVA and 

what they considered to be "positive" or "constructive" research.  They 

acknowledged that ANOVA could be used as an initial step to make a "rough, 

preliainary  test"  of a hypothesis before "going  to  the  expense  of  the 

eULorate setup needed for  a  thorough  investigation.     ...   But  for  the 

positive  side of research,   the  investigator  nill  need  the  standard 

procedures of classical  statistics,  such  as  correlation,   curve  fitting, 

and contrast  of correlated aatched groups.    Constructive  research  is  just 

ready  to  begin  where analysis  of  variance   leaves off."     To conclude that 

such sentiments irritated the many advocates of ANOVA would be an 

understatement.  Such comments were but the earliest exchanges of a 
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continuing   disagreerasnt   between  the  proponents  of   the   ANOVA  approach   and 

the  advocates  of   classical   correlational   approaches.     Even   today,   there 

are  still   remnants  of   misunderstanding   on   both  sides   of   this  issue. 

Despite   such   dire   warnings   and   reservations,   the   convenience   of 

the  ANOVA   procedure   did   find   increasingly   rapid   acceptance   among   many 

psychologists  who  preferred   to  investigate  hypotheses   about   the  effect   of 

one   or,   perhaps,   two   variables   on   some   criterion   of   performance.     Studies 

which   investigated   only   one,   two,   or   three   variables   were   (and   still   are) 

relatively   easy   and   inexpensive   to  conduct,   and   ANOVA   offered   a  convenient 

procedure   and   an   acceptable   way   of   reporting   research   findings  that   made 

them  readily   publishable.      Soon,   both   courses   and   textbuoks   appeared 

which,   in   a   large   measure,   helped   to   institutionalize   the   usage  of   ANOVA 

among   many   aspiring   psychologists. 

•*,•}• 
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Among   the   well    known   authors   of   those   early   books   favoring   ANOVA 

were  Cochran   and   Cox    (1950,   1957).      In   the  preface   to   the   1957  edition   of 

their   book   on   experimental   designs,   they   discussed   the   growing  usage   of 

H,\0VH at  tiat  rifiie.       -ev 9tate.     "Another  encouraging   trend  is  th»t 

workers  in   these  irtis,   although still   nilling  to  utilize  appropriete 

designs  taken  iroa  agricultural  experiaentation,   have  begun  to exatine 

their  own  probleas  of  exper iaentation  and  to  produce  new  designs  better 

suited  to  their  particular   conditions."     It   is  of   some   interest  to  note 

their   acknowledgment   of   the   predominance   of   univanate   studies   at   that 

time  when   they  stated,   "The   recent   literature  also   reflects   a  aove   toward 

greater  depth  and  coaprehensiveness  in  experiaental   nork,   as  instanced  by 

nuaerous  papers  devoted   to  experiaentation  nith  tore   than  one  factor." 

wm 

FIXED, RANDOM, AND MIXED EFFECTS MODELS IN ANOVA 

No ANOVA discussion, however brief, should neglect the 

distinction between "fixed," "random," and "mixed" effects models employed 

by that technique.  Other sources can provide far more extensive 

discussions of this topic, so only the briefest of treatments of this 

subject will be presented here.  The basic distinction among the various 

models centers on how one decides which levels of a given experimental 

variable will be used in an experiment.  It the researcher arbitrarily 
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makes this decision, regardless of how rational or irrational the reasons 

may be, then the levels of that experimental variable are deemed to be 

"fixed" (i.e., by the experimenter).  On the other hand, if the particular 

levels to be used for an experimental variable are chosen randomly, then 

the levels of that variable are said to be "random."  If the levels of all 

experimental variables are fixed, then the researcher is using a "fixed 

effects model."  Conversely, if all of the levels of all of the 

experimental variables are random, then the researcher is using a "random 

effects model,"  Finally, if any of the variables differ (as to being 

fixed or random), then a "mixed effects model" is being used. 
I 
m 
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It is worth r;oting that the primary concern here ii not with the 

actual number of levels of a variable that are chosen to be studied, but 

merely with how the particular levels used were selected by the 

researcher.  This may, at first, appear as a foolish concern since one 

could easily maintain that the particular levels (especially if tnere are 

only two) arbitrarily "fixed" by the researcher might have occurred if the 

levels had been seleulcJ randomly.  Nevertheless, the concern is real 

because the choice between fixed or random variables determines what 

inferences can be made (and how one tests the significance of one's 

findings).  Hayes (,197£) appropriately concludes, in his discussion of 

this problem, that "all   the   inferences tide  under   (the  fixed  eifects 

aodel)   concern  teans   (and  differences  aaong  aeans)"   while "the inferences 

aade  using   (the  randoa  effects  aodel)   deal   »ith   ...   the  variance  of  the 

population   of  effects  actually  saapled  by   the  experiaenter. " 

As obviously useful as the results from studies using the random 

effects model might appear to be for the practitioners in the real wo 

there are those wnc nave maintained that it is unneeded by psychologisv 

A. E. Edwards (1960), for example, stated, "There   say be isolated 

instances   in  nhich   (the  randoa  effects  aodel)   can  bt  justified for   a 

behavior»I   science  experiaent,   but,   in   general,   this   aodel   seeas 

unreal istic.     The   fixed  effects  aodel   and   the   tixed  aodel   see» to be   auch 

closer   to   the   realities   of   experiaental   procedures in the   behavloral 

sciences. " 
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2.4 THE PRACTICAL LIMITATIONS OF ANOVA 
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Many writers perceive, in ANOVA, the possibilities for 

simultaneously handling many different factors (i.e., experimental 

variables).  Bsiley (1971), for example, stated "T/)f 105^ itportiTii 

contribution  of  the  amlysis  of  vtriance  is  the  notion  oi  the tultiple- 

iactor  experiaents   ...   (nhich)   pertit  the  richness  and  conplexity  of 

behavior   to  eaerge."     It is, of course, true that ANOVA is theoretically 

capable of handling any number of variables, each of which might 

theoretically have a large number of levels.  Such an experiment, if 

carried out, would, perhaps, permit the "richness and complexity of 

behavior to emerge."  It is, however, as Bailey states, unfortunately, 

more of a "notion" than something that can be realized.  In fact, it is 

but a promise, destined to remain forever unfulfilled.  The most obvious 

reason for this conclusion is that as one adds more and more independent 

variables and more and more levels in each variable, ANOVA demands 

exponentially increasing amounts of data.  A factorial experiment, for 

instance, with F factors and L levels in each factor requires LF data 

cells.  With small numbers of factors and levels, this does not present a 

serious problem.  A three-factor experiment, for example, with four levels 

in each requires only 64 (= 4:s) data cells; not an insurmountable 

problem.  But even an eight-factor problem with six levels in each 

requires over a million and a half data cells.  A ten-factor problem with 

ten levels in each would require ten billion data cells!  Even if a 

researcher could fill 500 data cells in an hour, it would take more than 

2000 years to collect the data required.  And this would be true only if 

the researcher could work 24 hours a day1 

Of course, many clever designs have been devised for ANOVA 

which, somewhat, reduce the technique's insatiable appetite for data.  But 

these designs cannot accomplish this without sacrificing some ability to 

do that which ANOVA originally set out to do (i.e., to test for the 

presence of all main effects and all possible interactions).  The fact 

must be faced; ANOVA is a less and less effective tool as the research 

problem becomes more complex and interesting.  ANOVA may always remain a 

"convenient" method for investigating a few levels of a few factors at a 

time, but Peters and Van Voorhis were correct in their original assessment 
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of HNOVA; constructive research for the complex, real world is just ready 

to begin where analysis of variance leaves off1 

ANOVA was always predominantly concerned with "testinn the null 

hypothesis," terminology now firmly implanted in our vocabularies for 

which we owe Fisher an immense debt of gratitude.  This very proper 

concern over whether results obtained in a study could have occurred by 

chance alone may well be the chief contribution that usage of ANOVA has 

bestowed upon us.  Cochran and Cox (1957) may have best stated why 

significance testing is important when they said, "A   useiul   property   oi   ü 

test of significance  is  that   it  exerts  a sobering  influence  on  the  type  of 

experiaenter  nho  juaps   to  conclusions  on  scanty  data,   and  nho  aight 

otherwise  try  to  wake  everyone  excited about  soae  sensational   treitsent 

effect  that  can  nell   be  ascribed to ordinary  variation  in  his  experiaent." 

But, while the use of tests of significance is required by ANOVA, they are 

not the exclusive domain of that technique.  Tests of significance are 

available and employed by virtually all statistical methods.  Even if 

ANOVA had never been invented or were, now, to be totally abandoned, 

researchers would still have tests of significance available to them. 

■VOCl 

Ml 

>V,Vj 

m 

w. 

Others properly criticized ANOVA for not providing results in a 

form which more directly showed the exter.t of relationship between the 

various main effects or their interactions and the criterion variable. 

The familiar ANOVA source table emphasized and made readily apparent which 

main effects and interactions probably occurred by chance alone and which 

probably did not.  The ANOVA table, however, as originally presented, did 

not offer a clear indication of what percent of the criterion variance was 

being accounted for by each main effect and interaction.  Thus, the ANOVA 

table emphasized which, if any, conclusions could be drawn about the 

various effects, but did not directly show the extent of practical 

importance of those effects.  In the past twenty years, progressively more 

ANOVA applications  are actually being accomplished by computerized 

multiple regression/correlation techniques.  Depending on the particular 

computer program used, the various "sums of squares" terms may now add up 

to one with the value of each indicating the proportion of total variance 

being accounted for by that particular effect.  Tests of significance 
m 
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provided by such programs will be identical to those which would have been 

obtained if traditional ANOVH computations had been carried out. 

2.5      THE CEMTRAL1TY OF THE PE_A_RS0N_E^QUA_T I DN_ 

Realization that ANOVA is, in reality, merely a special case ot 

multiple regression/correlation apparently eluded most psychologists for 

many years.  Indeed, virtually ail the important data analysis techniques 

can be shown to have their basis, in one way or anotner, in the Pearson 

pr oduct-moiiient correlation coefficient.  This is no mere coincidence, 

however; it stems from the fact that the Pearson equation always finds a 

solution for one set of numbers to predict another set of numbers.  The 

solution obtained always minimizes the sum of squared errors, regardless 

of the kind of numbers being used (e.g., ratio, interval, ranks, 

dichotomies, etc.).  Wherry, Sr. (1984) provides a discussion of the 

Pearson equation for many types of data.  Correlation coefficients, when 

squared, indicate the percent of variance that can be accounted for by 

using one variable to predict another.  Multiple correlation is simply the 

use of more than one variable to predict a single other variable.  Thus, 

multiple correlation can always be used to determine the amount of 

variance of a criterion variable which can be accounted for by various 

predictors,  ANOVA certainly differs from multiple correlation in that it 

requires its main effect and interaction variables (i.e., it predicts) 

to be statistically independent from one another by the experimental 

designs it requires to be used. 

It is vital for researchers to fully appreciate that the method 

of data analysis (regardless of the actual steps one goes through) in 

ANOVA obtains identical results to that of multiple correlation; both 

determine what portions of the criterion variance can be attributed to the 

various experimental (or predictor) variables.  Thus, ANOVA does not 

provide a different way of analyzing data!  Further, the significance 

tests used by the two techniques can also be shown to be identical.  It is 

true, however, that multiple correlation (or multiple regression which is 

equivalent) is far more general than ANOVA even though both techniques use 

predictor variables to "explain" a criterion variable.  ANOVA refers to 

the predictor set as the "experimental" or "independent" variables or 
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'factors," and refers to the criterion as the "dependent" variable. 

Multiple correlation 15 more general in that it does not insist that the 

variables in the predictor set be independent of one another, but it can 

be jsed when that 1= the case. 

I 

It \s also worth pointing out that multiple correlation has a 

more tnan a fifty-year history of recognizing that each predictor variable 

may contain some error of measurement and that the weights derived for 

those predictors by multiple correlation 15 fitting not only the real 

ccvariation between the predictors and the criterion, but is also fitting 

the chance error in that sample's data.  Because of this, the correlation, 

in a subsequent sample, between the actual criterion scores and the 

predicted criterion scores (based on prediction weights obtained for the 

first sample) typically will be somewhat lower than the multiple-R value 

obtained in the first sample.  This phenomenon is called "shrinkage" in 

the multiple correlation literature.  Wherry, Sr. (1931) worked out an 

equation for predicting this shrinkage even before ANOVA appeared on the 

scene.  The shrinkage equation can be used to indicate that selecting (and 

weighting) all possible predictors can result in prediction equations 

which work less well for subsequent samples than prediction equations 

based on fewer predictors.  For the psychologist concerned with the 

application of research to realistic problems, the issue of predicting 

results in subsequent samples 15 a practical matter which is central to 

the issue of being able to generalize one's results.  These types of 

problems and their solutions have been almost totally neglected by users 

of ANOVA.  Such concerns roust, however, be brought into sharp focus when 

one desires to make inferences about the variance of the population of 

effects that can be expected in the real world. 

•'s 
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i.b THE ROLE OF EXPERIMENTATION IN RESEARCH 
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When one desires to investigate human behavior, two traditional 

approaches immediately come to mind: field studies and laboratory studies, 

Both have their advantages and disadvantages.  In field studies, the 

researchers typically observe people performing real tasks under real 

conditions.  Events upon which data are collected in field studies will, 

therefore, represent samples from the real subject populations and task 
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and environmental domains of interest to the researcher.  However, it 

might take added time, effort, and expense to travel to the field sites. 

Cooperation from people performing the tasks of interest may not always bo 

easy to obtain.  It may be difficult to record performance data without 

undulv interfering with the actual pnenomena of interest.  Finally, it may 

be impossible to determine what events will actually occur during the 

period cnosen for the study.  Consequently, events which do occur during a 

given field study may not be those which were of the most interest to the 

investigator, and still worse, they may be unrepresentative of the entire 

domains of tasks, environments, and people of interest to which the 

researcher would like to generalize the results ot the study. 

ES' smi 

Laboratory studies, on the othe' hand, offer the opportunity to 

control many, if not most, of the events which occur during the period of 

study.  But these various events to be studied must be created and/or 

controlled.  This, too, may be costly and time consuming.  And, in a 

laboratory, it may be very difficult or even impossible to create certain 

situations which are sufficiently realistic to be perceived by the 

subjects like those in the real world.  Nevertheless, the major advantages 

of laboratory studies reside in the ability to exercise control over the 

events which do occur.  Woodworth and Schlosberg (1938,1954) discussed 

three major advantages to being able to collect data under controlled 

conditions.  These advantages are paraphrased below. 

1. By controlling when events of interest occur, the 

experinenter cm be fully prepared to observe and/or record the behavior 

being studied. 

2. Because the experiment is controlled, the sequence of events 

which occurred can be known and can be repeated, if desired, by either the 

experiiaenter or others to validate the results obtained, 

3. Because the experinsnt is controlled, experimental 

conditions can be systeaatically varied to determine concomitant variation 

in the criterion. 
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It is obvious that field studies will not have these benefits 

because, in such studies, the researcher is constrained to collecting data 

on the events which happen to occur.  However, it is worth noting that 

each of these benefits of controlled experimentation can still be realized 

without insisting, li'Ke ANOVA does, that experimental variables be made 

statistically independent of one another.  That is to sav, ANOVA reguires 

controlled experimentation, but controlled experimentation does not 

require ANOVA.  This is a crucial point which is not immediately obvious 

to all researchers because many of them have closely associated controlled 

experimentation and the analysis of variance for such a long time. 

F?.r too much confusion has been created ir, some textbooks on 

experimental design by various authors who shall remain nameless here. 

For example, some authors misdefine "independent variables" as "those 

which are controlled by the experimenter".  By such a definition, all 

variables which are controlled by an experimenter must also be made 

independent of each other.  This, in essence, requires that all 

experiments be of the ANOVA type.  Instead, "controlled variables" should 

be defined as "those variables whose levels, during events in the 

experiment, are specifically determined by the experimental design 

process."  Experimental variables, thus, can be either independent of or 

related to each other and still be controlled.  The ANOVA experimental 

design process does require, of course, that all controlled variables be 

independent; the RSDV experimental design process, on the other hand, does 

not'  Still other authors have gone so far as to make a grossly erroneous 

distinction between experimental data and correlational data, as if doing 

an experiment somehow precluded the obtaining of correlations or as if 

correlational data could not have been obtained from a truly scientific 

study.  It is difficult to understand how the authors, themselves, can be 

so misguided, but it is even worse that their mistaken ideas appear in 

textbooks on experimental design and are being taught to unsuspecting 

students. 
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3.     DECISIONS  EFFECTING  HUMAN  PERcORMANCE   STUDIES 

m: 

dhen   an   investigator   sets   out   to   study   various   aspects   of   human 

performance,   many   decisions   must   be   made.      flaking   these   decisions   is   not, 

in   and   of   itself,   a   difficult   task,   but   the  decisions   made   can   greatly 

influence   the  conclusions   which   are,   can   be,   and/or   should   be   drawn. 

Understanding   the   implications   of   one's   decisions   is,   thus,   of   great 

importance.     The   decisions   to   be   made   fall   into   three   general   areas   which 

shall   be   identified   as: :A 

1. elements of the situation to be studied, 

2. measures of performance to be collected, and 

3. methods of da+a analysis to be used. 

The following sections give a brief introduction to the decisions which 

must be made in these three areas. 

m 

3. 1 ELEMENTS   OF-   THE   SITUATION   TO   BE   STUDIED 

fU 

The most obvious decisions which must be made before a study of 

human performance can be undertaken concern deciding what situations will 

be studied.  We have previously discussed some of the advantages and 

disadvantages of both field and laboratory studies.  If one chooses to 

conduct field studies, then one is forced into studying the situations 

which happen to occur out in the field.  In a laboratory, however, since 

all the situations must be created, investigators must decide specific 

elements of the situation that will be made to occur together so they may 

be studied. 

Sim 
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Four major elements of situations are here identified.  They are 

the specific: 

a. humans on whom data are to be collected, 

b. tasks with which the humans will be confronted, 

c. environments under which the humans will be performing, and 

d. times and sequences in which the humans perform the tasks in 

the environment s. 

The first three elements represent what shall be referred to as 

the domains of populations to be sampled by the investigator.  The first 

three ie.g., humans, tasks, and environments) represent the generic 

domains found in all human performance studies.  It must be obvious that 

no studv can investigate all humans, all tasks, or all environments, so a 

given study must always be restricted to specific human, task, and 

environment domains.  It seems fairly obvious that the researcher should 

be the one to specify which domains are the subject of a given study.  The 

fourth element represents the intersections of the three specific domains 

during the various situations actually studied.  Again, since it would be 

unlikely that all possible situations from the specified domains could be 

studied in a single experiment (unless the human, task, and environment 

domains are extremely restricted ones), the investigator must settle for 

some sample of the possible intersections.  Thus, all experimental design 

decisions are actually concerned with either domain Bptcification 

decisions or domain sampling decisions. 

1 Definition of a "Domain" 

A domain (or population) is a statistical concept which is, 

perhaps, best simply defined as including "all the possible instances oi 

humans, tasks, or environments which are, were, or will be of interest to 

the researcher for a given study."  The definitions of each domain can be 

as broad or as narrow as the particular investigator wishes to make them. 

There is, however, an impact which must be realized when the investigator 

selects and specifies the domains to be studied.  The impact is that, as 

an honest and objective scientist, the researcher is only permitted to 

draw inferences and conclusions about the domains which are being studied. 
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Further, even this is permitted only when the samples drawn from the 

domains meet certain criteria. 

V 

It isnt that researchers cannot intelligently speculate about 

the probable similarities of their findings for domains other than those 

studied.  Host of them are certainly capable of this.  It is merely that 

snV such claims they mighc make, at that point in time, are simply 

untested hypotheses, and, as scientists, they should never confuse the 

reader by mixing legitimate inferences that can be drawn from their data 

with untested hypotheses they think might be true.  One may sympathize 

with the obvious desire many researchers have to generalize their findings 

and conclusions beyond what is actually warranted by their studies.  They 

should remember, however, that use of appropriate procedures and 

statistics have already permitted them to make inferences about the 

domains actually studied based solely on the limited samples of data they 

have collected; conclusions about domains not studied are simply not 

justified.  Still, it is doubtful that researchers can ever be convinced 

not to share with readers the benefits of insights gained during their 

studies.  Nor should such behavior be discouraged too strongly.  Insights 

and speculations may sometimes turn out to be valuable both to other 

researchers and to practitioners in the field.  Unfortunately, much of 

what is often placed in the "findings and conclusions" sections go well 

beyond legitimate inferences, and, if included in research reports, should 

clearly be labeled as speculations. 

.v 
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. 1. Problems with ANOVA Studies 

m 
m 

Earlier, it was indicated that all human performance studies must 

be studying a sample of some particular domains of people, tasks and 

environments.  It should also be noted, however, that the particular 

domains studied by an experimenter may not necessarily have a sufficiently 

close correspondence to any actual domains of interest in the real world. 

In part, this has been why results from ANOVA studies have been unable to 

generalize to many real world situations.  Regardless, having decided what 

domains will be studied, the researcher must next decide how those domains 

will be sampled.  With complex aomains, it will usually be impossible to 

study all possible combinations of all possible levels of all the 
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variables of all the domains.  ANOVA properly recognizes the distinction 

between arbitrarily "fixing" the levels and "randomly" choosing them.  The 

impact these decisions have on the type of inferences that can be 

legitimately drawn in those cases was previously discussed, but they bear 

repeating here.  If the level» are arbitrarily »elected, then no 

inference» are permittad about the domain in general.  This is not simply 

a nice convention to follow; the tests of significance accomplished when 

the levels of variables have been arbitrarily selected do not reveal 

anything trustworthy about how much performance variance that variable may 

effect in the real world.  This, then, is also a major reason that most 

"fixed" or "mixed" effects ANOVA design results from laboratory studies 

fail to generalize to the real world; they were not properly designed to 

reveal the practical importance of the experimental variables to the human 

performance measured.  That so many studies over so many years turned out 

to be of little help in solving the problems of the real world should not 

surprise anyone.  What is surprising is that so many researchers continue 

to behave as if the relative importance of variables, as found in their 

studies, will generalize to real world situations, when, in fact, there is 

no statistical evidence supporting that position.  While it is true that 

researchers have been able to properly conclude that different levels of 

certain experimental variables probably do have a real effect on certain 

human performance criteria, the extent of effects found in laboratories 

may not be indicative of the extent of the effect in situations of 

interest in the real world. 

■ ^ ^ ■.. > 

Finally, it was previously pointed out that ANOVA unduly 

restricts both the number of experimental variables that can be 

investigated and the number of levels in each variable.  For all practical 

purposes, it is impossible to effectively vary all the parameters which 

are needed to describe complex, domains of interest in the real world by 

using ANOVA.  This type of restriction has forced the users of ANOVA to 

decide to investigate situations which are unlike those occurring in the 

real world of interest. 

U\i 
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3. 1.3 Further Difficulties With Field Studies 

The field researcher does not have to make many of the decisions 

mentioned above.  The people, tasks, and environments found in the field 

situations are obviously ones from the domains of interest.  There is, in 

fact, much to commend ""esearchers to go into the field and collect data 

there.  But there are also several serious drawbacks, many of which have 

already been mentioned.  In addition to those already mentioned, some 

others can be added. 

"^; 
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First,   when  the  study   is  completed,   the  researcher  may  not   know 

if   the  particular   sample  of   people,   tasks,   and  environments  were   truly 

representative  of   the  domains  of   interest.     This  is  not   a  question   about 

whether   the  events  and  behaviors  observed   were  sampled   from  appropriate 

domains,   but   to  what   extent   the  obtained   sample  is  representative   of   the 

distribution   of   situations  for   the  people-task-environment  domains   as   a 

whole.      Assurance  is  needed  that   the   tasks,   which  happened  to  occur   while 

data  were   being  collected,   were  neither   too  easy  or   too  difficult.      A 

field   researcher  needs  to  determine   if   the  tasks,   for   example,   are   a 

representative  cross  section   of   the  tasks  which   humans  are  required   to   do, 

not   only   at   the  field  sitefs),   but   at   any   other   field  sites  of   equivalent 

interest.      Convincing  evidence   is  also  needed  to  demonstrate  that   the 

distribution  of   the  levels  of   intelligence  of   the  people  on  whom  the  data 

were  collected   is  also  a  representative   cross  section  of   the  persons' 

intellectual   capacity  found   in   the   entire   people-domain  of   interest. 

Similar   reassurance  is  needed   with   respect   to  levels  of   experience   and 

training   and   motivation.     There   are  many   such   issues  which  should   be 

resolved   before  the  field  researcher   should   claim  that  results  obtained   in 

a  particular   field  study  typify   the  results  that  would  have  been   obtained 

if   the   entire   domains   of   interest   had   been   exhaustively   studied.      The 

major   concern,   then,   is  whether   samples  of   data  collected   in   the   field 

situations   are   representative   of   the   domains   of   interest,   or   whether   they 

are,   is,    in   fact,   biased   samples   of   data.      Thus,   the   field   researcher, 

like   the   user   of   ANOVA  designs,   ma/   also   have  p-oblems  wich   generalizing 

results. 
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3.1.4    The Need for "Domain Specifications" 

The prior discussions suggest a central, but often neglected, 

responsibility for both laboratory and field researchers; the development 

of specifications for the domains under investigation.  Both types of 

researcher should embark on what can be called domain specification 

efforts, the purpose of which is to establish the relative frequencies 

with which various situations ii.e., combinations of types of people, 

tasks, and environments) occur in the entire, complex, real world of 

interest.  Both types of researchers need domain specifications to 

explain, more precisely, to others what domains supposedly were 

investigated.  The laboratory researcher should also have domain 

specifications prior to deciding how the domains of interest shall be 

sampled.  The only way the field researcher can begin to determine if 

field data collected are representative of the "real" domains of interest 

would be to compare the actual sampled distributions of people, tasks, and 

environments with specifications of the distributions of people, tasks, 

and environments which define the domains of interest. 

.\V> 
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Conceivably, with such domain specifications in hand, field 

researchers could at least make estimates of the similarities between the 

sampled distributions and the specified distributions for those domains. 

If the means, variances, and interrelationships among the major variables 

are not significantly different from those same parameters for the 

specified domains, then the researcher would be justified :n making 

generalized inferences to those domains.  In other words, it ii poBBible 

to develop statistical tests to determine if the situations occurring in a 

given field study differed significantly from those in the specified 

domains. 

MM 
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It should even be possible to develop procedures for weighting 

sampled data so that the overall results obtained from a particular field 

sample would be more representative of the specified domains of interest. 

The approach might have similarity to the equation for correction for 

curtailment of range.  The concept of weighting data is somewhat foreign 

to many investigators.  However, it should be remembered that "unweighted' 

data have all been assigned equal weights, and this, too, is an arbitrary 
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deciEion,  Thus, there is really no escape from assigning weights; the 

only question is what are the most appropriate weights. 

VA/1 

3.1.5 inability to Resolve Unexpected Data Cases 

Of 

UN 
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A problem alluded to earlier concerns finding strange and 

unexpected performance values in data collected during a field study.  The 

researcher often cannot tell if there is a problem with data recording 

devices or whether the data actually represent real behavior.  Because, in 

field situations, it is usually difficult to monitor and record everything 

that is occurring, the researcher may not have recorded all the states of 

all the variables that could be effecting performance.  Because of this, 

the researcher may not have a geod idea of how to go about trying to 

replicate a particular situation to see if the same behavior will reoccur. 

Even if the field researcher returns immediately to the same site and 

obtains the same people to study, the same events may not occur and the 

researcher will be unable to resolve the issue.  It is this lack of 

repeatability that is sometimes frustrating to those who venture into the 

field.  Of course, similar experiences can a^o happen in the laboratory, 

but the degree of ambiguity is rarely as great in laboratory studies as in 

most field studies. 

3. 2 MEASURES OF PERFORMANCE TO BE COLLECTED 

The second major decision area for an investigator concerns what 

measures of human performance are to be recorded.  Traditional measures of 

performance include such parameters as speed and accuracy.  If speed of 

performance is to be measured, the researcher must decide how to measure 

task duration and/or if times will also be recorded as various portions of 

the task are completed.  A related problem is that it may not always be 

obvious when the task or a subtask has been completed.  There is also the 

problem of what time to record if the task is not completed properly. 

Similar issues can also be raised for measures of accuracy of performance. 

Often, there may be difficulties in operationally defining what 

constitutes accuracy or being accurate, and there may be no equipment to 

objectively and directly measure it.  The use of the experimenter or an 

outside "expert" to make these evaluations is fraught with problems. 

Making the human subject responsible for informing the researcher that he 
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has successfully completed the task may introduce yet new sources of 

variance that have little to do with actual performance.  There is also 

the problem of whether partial credit should be given if the task is 

performed almost correctly.  The temptation to dwell on these issues or to 

comment on various other types of measures which may or may not be closely 

related to task performance (e.g., physiological measures, subjective 

estimates of "workload," etc.) will be resisted.  It is sufficient, for 

our purposes here, to point out that decisions regarding which performance 

data will be collected may, ultimately, lead to differing results, and, 

therefore, to different conclusions. 

c-w 

3.3 HETHODS DF DATA ANALYSIS 

The actual methods and procedures selected for the analysis of 

the data collected during a study can also impact conclusions drawn by an 

investigator.  These data analysis methods and procedures include those 

for summarizing data, making inferences, and testing of hypotheses.  It is 

helpful to discuss the more familiar methods and procedures in terms of 

their applicability to summarizing information about a single variable, 

two variables, or more than two variables at a time (i.e., univariate, 

bivariate, or multivanate methods and procedures).  Statistics derived 

for these purposes typically provide single numerical values which 

describe, in a fairly unambiguous fashion, some important characteristics 

of the data which have been collected. 
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1 Univariate  Measures  and   Methods 
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Univariate statistics help in describing the shape of the 

distribution of scores for a single variable.  They can be computed and 

reported in lieu of publishing the raw data or providing a histogram 

showing ths frequency of various scores.  A single raw score (e.g., a 

person's time to perform a particular task under some specified 

conditiom  would be fairly meaningless without some indication of how 

long it took other subjects to perform that same task under similar 

conditions.  The mean, standard deviation, and the measures of skewness 

and kurtosis are four measures that provide highly meaningful, but 

different, summary information about the distribution of any set of scores 
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representing the obtained states of any experimental or criterion 

variab 1e. 

% 

While the median and mode also provide interesting information 

about, say, hoN others did on a task, the mean has certain properties 

which make it particularly useful.  For example, the mean minimizes both 

the sum of errors and the sum of the squared errors if we desire a single 

numerical value to "predict" what each score in the sample was.  That is. 

E X1 / N, and 

N 

E (X, X)/N ■ 0, and 

E (Xl - X)2 /N " minimuin. 

(3-1 

(3-2) 

(3-3) 

The mean is also useful because, if the sample of scores is a random one, 

then the obtained mean for the sample is also the "expected value" of the 

population from which that sample was drawn.  What is meant by the 

expected value is that if we continued to draw samples of size N from the 

same population, the average of all the obtained sample means would equal 

the actual mean of the population.  Thus, by computing the mean of a 

random sample of scores, we obtain an "unbiased" estimate of the mean of 

the population.  This property of the mean all ws us to draw inferences 

about the population mean, even though we have only looked at, perhaps, a 

relatively small number of cases from that population of scores. 
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The variance of a set of scores is computed by the equation 

N 

E (X. X)2 /N (3-4) 

The variance provides a single measure of how the sample of scores vary 

around the mean of the sample.  The square root of the variance is known 

as the standard deviation.  The variance (and the standard deviation) also 

have very interesting properties when the sample of scores were randomly 

drawn from the population.  If, for example, we were to continue to draw 

random samples of size N from that same population, we would eventually 
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find that the average of variances cf the samples was slightly less that 

the variance of the population.  In fact, we would find that 

Mean Sample Variance - Population Variance (N-l)/N ;3-5) 

w 
Hi 

i 

i-i" 
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Thus, an unbiased estimate of the variance of the population can be 

cbtained simpiv by multiplying the sample variance by N/(N-1).  This is 

true, regardless of the shape of the distribution of scores in the 

population.  It can also be shown that the variance o: the means of the 

samples will be equal to the population variance divided by N.  Equations 

(3-4) and (3-5) are part of the basis for testing whether two or more 

random samples probably caine from the same population, and are, thus, part 

of the basis for ANDVA.  What is particularly important, however, is that 

Eqs. (3-4) and (3-5) are based solel-. on random sampling and not on the 

shapes of the distribution of scores in the population from which the 

random samples are drawn.  The assumptions in ANOVA (and many other 

procedures reguinng statistical tests) which concern normal-shaped (the 

so-called bell-shaped) distributions are there in order to justify using 

the F-table values (which are based on random sampling from normal 

distributions) to determine how often certain results would have happened 

by chance alone.  But, equations (3-4) and (3-5) still allow researchers 

to draw inferences about the variance of the population and the variance 

of the means of samples from that population, regardless of the shape of 

the distributions from which a data sample was drawn, provided the sample 

was drawn randomly' 

Measures of skewness and kurtosis are found, respectively, b\ 

obtaining the ratio of the average of {l/li   -   X) raised to the third 

and fourth power and the standard deviation raised to a similar power. 

The skewness measure provides information about the sample of scores in 

terms of whether the sample distribution tends to be symmetric around the 

mean while the measure of kurtosis provides information about the flatness 

or peakedness of the distribution of a sample's scores.  Of particular 

interest, here, is that all symmetric distributions will have a skewness 

value of zero.  A negative skewness value would indicate a longer "tail" 

of lower-valued scores while a positive skewness value would indicate the 
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m 
opposite.  With regard to the measure of kurtosis, a normal distribution 

will have an expected value ai   3, while a rectangular distribution (i.e., 

one where there is equal probability ai   randomly drawing a score along the 

entire Distribution of possible scores) will have an expected  kurtosis 

value of 1.B. 

While measures of skewness and kurtosis are less frequently 

reported on sample data, they do provide very useful information about the 

shapes of the distribution of the sample scores. 
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o. J . Bivanate Measures and Methods 

Bivariate procedures and statistics provide information which 

allows the researcher to reveal some properties about two different 

variables, or more precisely, two different sets of scores which 

supposedly measure different properties of the elements in the sets.  The 

Pearson correlation coefficient (r), which can be correctly interpreted in 

many different ways, is computed by the equation 

<W3 

r* x ■ 2 1,12 /N (3-6) 

where 
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l,     ■ (Xl  - X,)/»1,,  , 
11 I 

l2  ■ (X2  - ts)/«x     , and 
11 2 

N ■ thi nunbtr of caita in the •implo. 

One interpretation of r is that it gives the slope of the prediction line 

that oiinuiizes the sum of the squared errors when both variables' sets of 

numbers have been converted to standard scores.  That is, the "best" 

linear prediction of either set of standard scores wil  be found by 

multiplying the other set's standard scores by r.  It, uierefore, gives a 

summary of how two variables' scores vary together.  The square of its 

value also yields the proportion of variance of either of those variables 

that can be accounted for by using the other's set of numbers to predict 

it.  If the sample of N cases was obtained by random sampling, then the 
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obtained value for r is also an unbiased estimate o-f the population's 

correlation for those two variables.  Again, it needs to be emphasized 

that this conclusion is not dependent on any assumptions about the shape 

of the population distributions, but simply a property of random sampling. 

Si 
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With regard to the correlation between two variables, tests uf 

significance can be performed to give an indication (provided the 

assumptions of the tests are adequately met) of whether the correlation 

differs significantly from some particular value (e.g., zero or some other 

value) by an amount greater than might be expected by chance alone.  Thus, 

the simple correlation coefficient can be used to test the null hypothesis 

that some variable (which describes some feature of one of the domains of 

interest) had no effect on a variable which is some measure of human 

performance.  While the various tests of significance for a correlation 

coefficient typically do assume some particular shaped population 

distribution (e.g., normal, binomial, or rectangular), it can be shown 

that these tests tend to converge toward the tabled values (F-table) for 

normal distributions when N approaches 30 or more cases. 

■■V-V; 

A rather large number of methods have been developed for 

comparing two data samples to decide whether they probably did, or did 

not, come from the same population.  Examples of these methods include 

various standard t-tests, Mann-Whitney U-test, White R-test, Festinger d- 

test, etc.  In reality, these methods are simply special variations of 

determining if two sets of numbers (where scores in one of the sets are 

measuring some variable and scores in the other set are either "one" or 

"zero'' to indicate if they came from sample one or not) can be said to be 

significantly related.  Thus, these methods actually fall into the 

category of correlational methods. 
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3.3.3    Multivanate hethods: Multiple Correlation 

Multiple correlation (perhaps the most widely used of the 

multivanate procedures) represents a sequence of tests of the null 

hypothesis that begins by assuming the null hypothesis with regard to all 

the potential predictors (i.e., the variables which describe features of 

the domains of interest;.  The predictor variable having the largest 
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correlation with the criterion (i.e., the measure of performance) is then 

tested to see if the null hypothesis can be rejected.  If so, then its 

effect on the criterion is said to be "real" and that predictor's effect 

on the criterion and all other remaining predictors is removed (i.e., 

"partialed" out).  The above procedure is repeated for all the remaining 

potential oreoictors  until the largest remaining residual correlation 

between the criterion and any of the remaining predictors is no longer 

sufficiently large to reject the null hypothesis by the particular test of 

significance employed.  This approach to multiple correlation is called 

the "accrual" method (because it keeps adding predictors one at a time). 

Wherry, Sr. (1940) developed the first of the accrual methods for multiple 

correlation using his "shrinkage" equation to determine when to stop 

selecting predictors so as not to overfit the errors of measurement in the 

particular sample of data that had been collected. 

k\> 
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Another approach to multiple correlation is called the "dsletion" 

method.  It starts by selecting all available predictors and then deletes 

the most nonsignificant one by the particular test of significance being 

employed.  This procedure is repeated until none of the remainiig 

predictors are able to be rejected as being nonsignificant.  The 

"accrual" method and the "deletion" methods can sometimes arrive at a 

slightly different set of "significant" predictors, but, usually, they 

obtain identical results when both use the same test of what is deemed to 

be significant.  The accrual method requires far fewer calculations, 

however.  Either method will also usually obtain a slightly different 

solution (i.e., fewer or more selected predictors) depending on a level 

(e.g., .05, .01, etc.) arbitrarily selected by the researcher.   Since all 

research results might have occurred by chance alone, some level of 

probability must be chosen to define a point beyond which the researcher 

is willing to identify the results as probably not being merely the result 

of chance. 
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The third approach to multiple correlation is to simply use all 

the available predictors, but this, because of the shrinkage problem, will 

typically lead to less satisfactory solutions since the weights obtained 

for the predictor variables will not work as well in a cross-validation 
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sample.  Finally, it should be pointed out that the sequence in which 

variables are selected will make no difference in either the final value 

of the multiple correlation (R) or in the weights assigned to each 

variable selected as a predictor.  What is important is the set of 

predictors selected; not their sequence. 

While multiple correlation is always finding the "best" linear 

fit between selected predictor variables and a criterion, the researcher 

is permitted to define other variables which are nonlinear functions of a 

predictor variable or the products of various predictor variables. 

Further, nonlinear transformations can be accomplished for any criterion 

"ariable prior to the accomplishment of the multiple correlation 

procedure.  Thus, multiple correlation can also be used to identify 

significant nonlinear and interaction effects as well as linear ones. 

When such variables are used, it is traditional practice to select all 

possible significant linear variables before attempting to select the 

nonlinear or interaction predictor variables.  Stone and Hollenbeck (1984) 

have recently discussed issues surrounding the question of the sequence 

with which predictors should be selected.  Thus,, when using multiple 

correlation to accomplish ANOVA applications, the main effect variables 

are selected first, then interaction terms.  ANOVA, however, essentially 

uses the "deletion" method discussed earlier in that it, first, selects 

everything and then determines which predictors are probably not 

significant ones.  ANOVA may "pool" the variances of nonsignificant 

effects with the error (i.e., the "unexplained" variance) term. 
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While there is general agreement with regard to the sequence in 

which main effects and interaction effects should be selected, the 

sequence of selecting various linear and nonlinear terms for the main 

effects themselves represents another potential point of disagreement 

among researchers.  If a main effect has k levels, then ANOVA (using 

multiple correlation to accomplish the analysis) requires k-1 predictor 

variables to represent the total main effect variance.  The reason this is 

true is the same reason that the main effect has k-1 degrees of freedom. 

Traditional ANOVA will select all of these k-1 predictor variables, first, 

for the major analysis, and only, subsequently, may determine by "tests of 
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contrasts" whether there are significant differences among those k-1 

variables.  In this approach, the k-l variables are dichotomous variables 

(zero or one scores) indicating that the data case belonged or did not 

belong to that level of that main effect.  Alternative procedures in ANOVA 

for main effects in which the particular levels can be assigned numerical 

values, utilize k-l orthogonal polynomials to determine the probable 

significance of linear, quadratic, cubic, and higher-order terms.  As in 

traditional multiple correlation, it would seem more appropriate to, 

first, determine the significance of all linear terms of all main effects 

prior to determining if any quadratic or higher-order polynomials are 

si gm f i cant or not. 

3.3.4   hultivanate Procedures: F jctor Analysis 

Factor analysis is another widely used multivariate procedure 

which has many variations.  Its primary function is to determine the 

number of independent dimensions (or factors) necessary to account for the 

interrelationships among a set of variables.  Several methods have been 

developed to determine how many independent factors are needed or should 

be extracted.  Various schemes have been devised to rotate the dimensions 

obtained to various mathematical criteria in order to obtain a 

"meaningful" set of independent factors.  The most popular rotation method 

among psychologists is the Varimax method which attempts to rotate to 

mathematical criteria which will yield a pattern of factor loadings which 

exhibits what is referred to as "simple structure."  A recent improvement 

to that method which attempts to find a pattern of loadings which exhibits 

not only "simple structure" but also "positive manifold" is discussed in 

Volume 2 of this series.  Both "simple structure" and "positive manifold" 

are concepts which help to determine the rotation which represents the 

"real" factors.   A different "rotation" represents an alternative method 

for accounting for exactly the same variance, but with the "factors" being 

located in somewhat different positions.  The relationships of the 

variables in the matrix of interrelatioships to the obtained (and/or 

rotated) factors which were found are called "loadings."  Because the 

factor loading (fiu) is, in fact, a measure of relationship between a 

given variable (1) and a given factor (k), the loading squared will 

indicate the proportion of variance of that variable which is accounted 
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for (or "explained") by that factor.  A performance criterion variable may 

be found to load on several different independent factors.  Interpretation 

of what a particular factor represents is normally based on how each of 

the variables in the matrix actually load on that given factor. 

From the above discussions, it can be seen that multiple 

correlation can be used to test hypotheses regarding significant 

relationships between the domain descriptor variables and the human 

performance (criterion) variable.  It can also be used to determine how 

much of the criterion variance can be "explained" or "predicted" by the 

predictors.  The analysis of variance (ANOVA) can now be recognized as a 

special case of multiple correlation which can be used when, and only 

when, the predictor variables have been mathematically forced to be 

independent of each other (regardless of how they may be related in the 

real world).  Factor analysis, on the other hand, can be used to determine 

how many significant independent dimension or factors are responsible for 

the interrelationships of both domain descriptor variables and/or 

performance criterion variables, and to further determine the nature of 

the factors and the extent to which each factor accounts for the variance 

in performance scores. 
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4.  PRINCIPLES AND APPLICATIONS OF RANDOM SAMPLING 

4. l RANDOM SAMPLING DEFINED 

Randoa sampling does not, of course, refer to "careless" or 

"haphazard" sampling.  Random sampling concerns the probability each 

element of a "population" has of being selected on the next draw from that 

population.  If all the population's elements truly have an equal chance 

of being selected, then, and only then, is the sampling said to be a 

random one; any departure from equal probability for all elements in the 

population is some form of "biased" sampling.  The entire sample drawn may 

be said to be a "random sample" provided each draw has been random.  In a 

random sample, therefore, each draw is independent of what elements have 

previously been drawn from the population.  These features (i.e., equal 

probability of being drawn and independence of each draw) permit 

calculations of the "expected" values of various statistics used to 

describe samples. 
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4, "RANDOMIZATION" IN EXPERIMENTS 

In section 2 of thi  report, R. A. Fisher's ANOVA was criticized 

as being, in part, responsible for slowing psychology from becoming a 

viable scientific discipline capable of coming to grips with the complex 

problems of the real world.  To be sure, the adoption and widespread use 

of ANOVA has made, and will continue to make, vital contributions to the 

various fields of psychology.  Nevertheless, its utility is questionable 

for studies of human performance in which the researcher suspects that a 

large number of variables are responsible for the variation in human 

performance.  While ANOVA obviously falla into the class of multivanate 

procedures (because it can be used to investigate the effects of more than 

one variable at a time), researchers should recognize that ANOVA has some 

very serious, practical limitations.  Fisher must have realized that ANOVA, 

66L 
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with its demand for proportional data cells for its main effects, could not be 

used to systematically vary a large number of experimental variables at the 

same time.  As a scientist, he recognized that during any experiment, some 

'uncontrolled" (and, perhaps, even unknown) variables could be responsible 

for some of the variation found in the criterion or dependent variable. 

The fact that all possible variables which might effect the criterion 

could not be controlled by ANOVA was probably not a major concern to 

fisher.  Fisher, no doubt, wrestled with the problem of how to alleviate 

the possible covarying of controlled and uncontrolled variables.  And out 

of that concern came one of his most significant contributions to the 

experimental method; the use of the device called "randomization," 

'. i.. 

Fisher was a brilliant statistician, steeped in the concepts of 

random sampling.  He thoroughly understood that when two truly independent 

variables were randomly sampled the expected value of the covanance would 

oe zero.  Thus, he correctly reasoned that the best way to limit the 

covariation of uncontrolled and controlled variables would be to randomly 

assign persons to the various experimental conditions.  Randomization, in 

experimentation, is often thought of as a needed "insuranct" policy to 

prevent the researcher's subconscious biases from intervening into his 

experiments, or as a way of keeping other possible biases, which otherwise 

would unduly influence the results of the experiment, from occurring.  In 

a loose sense, randomization serves these functions in that, by randomly 

assigning people to groups, treatments, etc., it tends to reduce the 

probability of certain unusual combinations of persons, tasks, and 

environments that would yield results that others, performing essentially 

the same experiment, would not be able to replicate and substantiate. 

The importance of randomization to experimentation cannot be 

overemphasized.  Cochran and Cox (1957) have stated, " Randotilit ion   is   ont 

of  the  fen character ist ics  of  aodern  expir iwental  design   that  appears  to 
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bt rttlly aoderji. One c«n find exptr itents tide 100 or 150 years ago thtt 

etbody the principles that are no» regarded as sound, *\ith the conspicuous 

exception  oi  r andoaizat ion . " 

The concept of randomization is but one application of the 

principle of random sampling which is the basis for almost all statisticö1 

tests.  The principle of random sampling also permits establishing 

confidence limits, the derivation of "unbiased" estimates of various 

statistical parameters, the testing of hypotheses about samples of data, 

and the drawing of inferencris about the populations from which samples of 

data must have come.  Ihe principle of random sampling is absolutely vital 

to statistics and, thub, to experimental design and the analysis and 

interpretation of data. 

urn 
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4.3 STATISTICS BASED ON RANDOM SAMPLES FROM A POPULATION 

While it- is true that many of the tests of significance are 

derived by assuming random sampling from normally distributed vanates, it 

must be pointed out that the principles of random sampling apply to any 

type of distribution.  The various statistics which measure the mean, 

standard deviation, skewness, and kurtosis can be calculated for any type 

of scores and from any shaped distribution.  Regardless of the shape of 

the distribution of a population of scores, the mean of a random sample 

from that population can be shown to provide an unbiased estimate of the 

mea.i of the population.  Likewise, it can easily be demonstrated t at an 

unbiased estimate (or "expected" value) of the variance of a population of 

scores will be the sample's variance multiplied by n/(n-l), provided, 

again, that the sample of n scores were drawn at random from the 

population.  In the same way, the correlation of randomly sampled scores 

between any two variables (of whatever shaped distributions) can be shown 

to be an unbiased estimate of the correlation of those variables in the 

population.  These properties of various statistics based on random 

sampling allow researchers to make valid inferences about the population 

from which only a single sample of data has been drawn. 
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4.4 THE STATISTICS OK MULTIPLE RANDOM SAMPLES 

One of the most intriguing of all statistics deals with the 

expected variation of the means of different samplef, of size n, 2ach of 

which has been randomly drawn from the same population.  It can be shown 

that the expected variance of the means must be equal to the variance of 

the population divided by the size of the saaples.  That is 

r2    ■ r2        /N "MCANB    ' POPULAT 1 ON'n (4.1) 
Mi 

It is this property of random samples whjch permits the testing of the 

significance of the difference(s) between the means of two (or more) 

samples.  While it is true that the values found in various tables (e.g., 

F, t, Chi Squirt, and z) are all based on random sampling from normally 

distributed populations, equation (4,1) holds for any shaped distribution. 

4.5 RANDOM SAMPLING OF ITEMS WITH MULTIPLE ATTRIBUTES 

When random sampling is discussed in mathematical or statistical 

textbook examples, the population of items to be sampled are usually 

described as varying on only a single attribute.  Thus, most textbook 

examples describe a population of different colored balls or some other 

single vanate.  Typically, textbook examples also assume some well known 

theoretical distribution shape such as normal, rectangular, or binomial. 

However, we may equally well consider random sampling from a population of 

items that vary, not only in color, but also in size and shape as well. 

Indeed, we may think of each item in the theoretical population as varying 

simultaneously on a multitude of different attributes.  Further, we may 

also consider that each of these attributes may possess different 

distribution shapes, none of which are perfectly normal or rectangular. 

If those items (with multiple attributes) are randomly sampled, we 

certainly could ignore all the states of all other attributes except for a 

particular attribute of interest.  It should be obvious that, assuming the 

sample drawn is a truly random one, then we would be able to calculate 

unbiased estimates of that particular attribute's population mean, 

variance, and so forth.  But if that is true for the particular attribute 

we happened to be interested in, then it would also be equally true for 

all other attributes as well.  Thus, the sample obtained from a true 
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randoo  sampling  of   multi-attribute  items  of   a  given   population  or  domain 

will   yield   a  random   sample   for  each  of   those  attributes.     The  fact  that 

some  of   the  attributes   of   those  items  may  not  be   independent   of  one 

another  does  not  detract   from  the  above  conclusion.     And,   the  conclusion 

will   also  be  true  whether   the  random  sampling   is   accomplished  with  or 

without   replacement   of   each   item  drawn.     That   is  to   say,   for   the 

statistics  of   random   sampling  to  hold,   the  attributes   of   items  are  not 

required   to  be   independent   of   each  other,   but  the  drawing   of   each 

subsequent   item  must   be   independent  of   all   previous   draws.     Random 

sampling   is   totally   satisfied  when  each   item  remaining   in   the  population 

has  an   equal   chance  of   being   selected  on   the  next   draw.      If,   for  example, 

attribute  A  and  attribute   B  are  related   in   the  population   to  be  sampled, 

the  correlation  obtained   from  a  random  sample  of   those   items  should  also 

provide  an   unbiased   estimate  of   the  correlation   of   those   attributes   in  the 

population.     Similarly,   the  obtained  means  for   both   attribute A  and 

attribute  B  should   both   be   unbiased  estimates  of   the   means  of   those 

attributes  in   the  population. 
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When  experimental   variables  are  spoken  of   as  having  effects  on 

some  performance  criterion,   one  is  merely   stating   that   there  are 

significant   relationships   between  those  experimental   variables  and  the 

criterion  variable.     These  relationships  are  assumed   to  be  stable  in   the 

population.     Because   researchers  do  not   know  the  extent   of   those 

relationships   in  the   population   (or  domains  of   interest),   they  must 

collect  data  so  as  to  obtain  estimates  of   those  relationships.     As  pointed 

out  earlier,   the  only   way   to  ensure  that   the  estimates   obtained  are 

unbiased  ones   is  to   ensure   that  the  sample  of   data  collected  is  truly  a 

random  sample  of   such   data.     This philosophy  is  the  basis  for  the  Random 

Sampling  of   Domain  Variance   (RSDV)   technique. 

4.6 RANDOM  SAMPLING   IN  SIMULATION  AND  MODELS 

Another  practical   application   of   random  sampling   is  found   in 

various  simulations   and   mathematical   models.     Often   times,   investigators 

desire  to  mathematically   replicate  conditions  found   (or   assumed  to  exist) 

in  the  real   world   so   as   to   test   theories  or  to  artificially  create 

situations   in   laboratories   so  as  to  be  able  to  present   realistic 
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situations to persons (for training or other purposes).  Many times, 

investigators will be aware that, in some domain of interest, some 

particular conditions occur with a given frequency.  For example, it may 

be known that some condition (A) occurs eighty percent of the time and the 

alternative condition (ß) occurs the other twenty percent of the time. 

Because of incomplete understanding of what causes those conditions to 

occur or not, the investigator does not know when to use condition A and 

when to use condition B.  To overcome this problem, the simulation is 

designed to generate a random number between zero and one to help make 

this decision.  If the value of the generated random number is .8 or 

oelow, condition A is used, whereas condition B is used if the generated 

random number is greater than ,8. 

This approach of using random numbers (usually generated by a 

computer) to decide among two or more alternative conditions which have 

differential probabilities of occurrence has been widely and successfully 

used for many years in a large variety of simulations.  The RSDV concept 

incorporates this approach in experimental studies for determining what 

tasks and environmental variable states will be used for collecting 

performance data on a particular subject during a particular trial. 

.y>. 
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4. 7      THE WHERRY, JR.^ SIMULATED DATA GENERATION TECHNIQUE 

Another application of random sampling combined with simulation 

is a technique developed in 1962 by this author for generating samples of 

fictitious, or simulated, multivariate data samples each of which possess 

characteristics (i.e., means, standard deviations, and correlations) 

similar to the characteristics of known real data.   To a large extent, 

this particular technique is the most immediate historical antecedent to 

the R3DV technique.  It may be holpful to the reader to understand the 

particular research problem out of which the simulated data generation 

technique first emerged.  For this reason, the research problem is briefly 

discussed in the following paragraphs; a more complete discussion of the 

problem and its solution can be found in Wherry, Sr., Naylor, Wherry, Jr. 

and Fallis (1964). 
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4.7.1    Generating Simulated Rating Data 

The basic research question was concerned with determining if 

different strategies were being used by different military raters in 

deciding upon their overall evaluations of their subordinates.  More 

precisely stated, the problem involved a determination of the extent to 

which various performance aspects were felt to be differentially important 

by the raters.  Typically, military personnel are routinely rated on a 

number of standard variables.  These ratings become part of the permanent 

records for those individuals.  A person's ratings may later be used to 

help determine which of those ratees is to be promoted, selected for a 

particular assignment, nominated to be sent to a particular school, and so 

forth.  Obviously, some rated variables will be more important than others 

for these different purposes.  But even for the same purpose, various 

raters or rating reviewers may differ as to how important the different 

rated variables should be.  To the extent that this is true, the raters or 

reviewers can be said to be employing different strategies in their 

overall evaluations, even if there were complete agreement among the 

evaluators as to how the ratees should be scored on each of the separate 

variables.  Investigation of this particular problem was further 

complicated by the fact that scores assigned on the rated variables were 

known to be related to each other to varying degrees.  Here, then, was a 

perfect example of the important "experimental" variables which 

undoubtedly influence the performance of the evaluators being related in 

the real world.  It would have been foolish and unrealistic to pretend 

these variables were unrelated simply to be able to design an ANOVA study 

to investigate their effects on the performance of evaluators. 

It was reasoned, however, that if a large number of raters were 

asked to make an overall evaluation  for each member of a fairly large 

group of ratees (based on preassigned realistic ratings), sufficient data 

would then be available for determining if different strategies did, in 

fact, exist, and for comparing the relative importance of the different 

variables for each rater.  In actual practice, none of the raters had 

supervised the same subordinates.  Consequently, no data existed on which 

the different raters could be directly compared.  What was needed, then, 

were realistic sets of ratings on a fairly large sample of ratees.  It 

tÜA 

'-'A" 

i 

4-7 



;>>"■'   "' ' '.V. • 

should also be obvious that it would also be desirable for that sample o-f 

ratees to be a random one from the overall domain of ratees.  Such ratings 

could be presented to the evaluators in question and, using them, they 

could be asked to give their overall evaluation of each ratee.  While no 

such actual data existed, historical data were available on the means and 

standard deviations of the various rated variables and on how those 

ratings correlated with each other. 

80 
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4.7.2 The  Method   for   Generating   the  Simulated   Data 

To generate  a  random  sample  of  ratings,   the  established  means, 

standard  deviations  and   interrelationships  were  used   as  specifications  for 

the  domain  of   interest.     The  matrix   of   interrelationships  was  factor 

analyzed   to  establish  both  the  rating  variables'   loadings  on  each  of   the 

independent  common   factors  needed  to  explain   the   interrelationships  and 

each   variable's  communality   (i.e.,   the  percentage  of   the  variance  of   each 

rated   variable   that   was   being   explained  by  the   common   factors   which  had 

been   found).     Next,   additional   independent   factors   were   created   to  account 

for   the   "unique"   portion   of   the  unexplained  variance  of   each  rating 

variable.     This   can   be   accomplished   in   two  ways.     Either   a   single   "uniq.ie" 

factor   is  created   for   each   variable   (where   its   only   nonzero   loading   is 

for   the  variable   in   question   and   is   equal   to   the   square  root   of   the 

quantity   one  minus   that   variable's   communality),   or   both   a   "specific" 

factor   and   an   "error"   factor   is   created   for   each   variable.      The   latter 

procedure  would   be   used   when   the   "reliability"   of   the   simulated   scores   is 

an   issue   in   the   study.      In   either   case,   the   sums   of   the   squares   of   the 

independent   factor   loadings   across   any  variable   will   now   sum  to  one  and 

the   sum  of   the  products   of   the   respective  values   in   any   two   variables   will 

yield  the  correlation  between   those  two  variables.     To  simulate  a  single 

ratee's   ratings,   a   vector   of   normal   random  deviates   is   then   generated   by   a 

computer.     This   vector   represents   that   individual's   standard   scores  on 

each   of   the   independent   factors.     The   standard   score   for   any   rating 

variable   for   that   individual   is   then   obtained   by   summing   the   product   of 

that   individual's   normal   random   deviates  multiplied   by   their   respective 

loading   on   the   independent   factors.      To  obtain   the   raw   score   rating   for 

that   simulated   individual   on        that   given   variable,   the   simulated   standard 

score   is   multiplied   bv   that   variable's   known   standard   deviation   and   then 
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that   variable's   known   mean   is  added  to  it.     In   this  way,   fictitious  scores 

could   be  generated   for   any  number   of   simulated   ratees  to  be   used   as  the 

stimulus  material   for   the  evaluators.     Df   particular   interest   is  that,   as 

the   number  of   fictitious  cases  generated  using   this  method   gets   larger  and 

larger,   the  means   and   standard   deviations  of   the   fictitious   variable 

scores   should  get   ever   closer   to   the  true  means   and   standard   deviations  of 

those   variables,   and   the  correlations  among  the   variables  will   get   closer 

and   closer   to   the   actual   correlations  of   those   same   variables.      Regardless 

of   how  small   or   large   any   sample   of   cases   (generated   in   this   way)   is,   each 

sample   is  actually   an   unbiased   sample  of  cases   from  the  specified 

populat ion. WA 

J 

Because   of   the  speed   with  which  computers  can  perform  these 

operations,   hundreds   of   samples  of   simulated  persons  can  be   created   in 

very   short  times.      Despite  the  obvious  utility   of   this  approach,   a  basic 

restriction  of   it   was   that   it   assumed  normally   shaped  distributions 

underlying  each  of   the  rating   variables.     In   the   original   application  of 

the   technique,   this   assumption   was   felt  to be  warranted;   nevertheless,   the 

technique was  still   far  more  restrictive than   it   needed  to  be.     The RSDV 

technique  incorporates  many  of   the  good  features   of   this  technique,   but 

makes  no  requirement   on   the  shapes  of   any  of   the   underlying   distributions 

of   levels  for   any   task   of   environmental   variable   of   interest. 

4.7.3 Other   Applications  of   The  Simulated   Data  Generation   Technin^ 

The  fact   that   the  original   simulated   data  generation   method  did 

assume  underlying   normal   variates  made  it  particularly  applicable  for  use 

in   a   variety  of   studies  to  test   the  efficacy  of   different   statistical 

approaches  and  tests  which,   themselves,   already   include  assumptions  of 

normality   of   data   distributions.      These   applications   were   usually   in  the 

realm   of   testing   and   selection   problems.     For   example,   Hutchins   (1970) 

used   this   technique   to   investigate   the  efficacy   of   a   multiple-battery 

approach   for   test-selection   applications  when   the   number   of   predictors   is 

relatively   large   and   the   sample   size   is   relatively   small.      Lane   (1971) 

also   used   the  technique   to   compare   the  Wherry,   Sr.   shrinkage   equation  with 

alternative   ones   proposed   by   Nicholson   (1960)    and   Darlington    (196B). 
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The technique has also been widely used in generating large 

samples oi   simulated persons whose anthropometr i c measures conform to 

actual, established anthropometnc measures of known populations (e.g., 

U.S. Navy pilots, U.S. Air Force pilots, etc.).  These simulated persons 

are then used to determine the percentages of such populations which will 

be unable to reach various controls in a workstation (e.g., a pilot's 

cockpit in a particular aircraft).  The simulated data generation 

technique, thus, has also been useful in the solution of human engineering 

problems as well as in solving problems in the testing and selection 

realms. 

In these subsequent applications of the simulated data 

generation technique, the simulated data were never presented to subjects 

'n a study (e.g., the raters in the original application of the method), 

but were, instead, manipulated by computers for various purposes.  The 

technique was so obviously applicable for rapidly generating unbiased 

samples of fictitious multiple variable data which possessed normally 

shaped distributions, that it was primarily recognized as a technique for 

simulating samples of people.  It immediately became very appealing for 

the investigation of the efficacy of various statistical methods and 

procedures.  Because of the obvious acceptability to those realms, and 

because of its dependence on normally shaped distributions, its original 

purpose of generating the actual stimuli to be presented to subjects in an 

experimental study was never considered to be one of its strong points. 

o -.' 

I 

I 

The RSDV technique, however, completely removes all restrictions 

on the underlying shapes of the variables' distributions. Because of this, 

the variables being simulated can equally well be any task and/or 

environmental variables and need not be restricted to variables which 

describe human's capabilities (which, in general, do have normally shaped 

distributions).  The RSDV concept can, thus, be thought of in terms of a 

generalized experimental design procedure for deciding what stimulus 

conditions will be presented to subjects on various trials of any 

experiment.  Its basic strength and power derives from its reliance on 

random sampling theory. Because of this, by the end of the data collection 

period the experimenter will have randomly sampled the specified domains 
>&tä 

4   -   10 

ivSi 

• (.V,>   •■• 



iiBBEwrof j".»r.^futmmnmigm w n w'''" w w'■<-' g^'^-J."i'".^v.^':''.»^^:- iv\.».i i.v'.■■J'.-V U ^ V ■ '■'."v^jr r>• r>' rj '-.-"j'-'-j*.;**!ww.''.'j iff?g? 

'X* 

o'f interest and, thus, will be able to use those data to compute unbiased 

estimates of the performance means and variances for those domains as a 

whole, regardless of how complex those domains may be.  The procedures for 

conducting RSDV studies arediscussed in detail in the following section. 
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S. THE RANDO" SA"PLIN& OF DO"AIN VARIANCE CRSDY) TECHNIQUE 

5.1 THE OBJECTIVES OF THE RSDV TECHNIQUE 

The Rando• Sa•pling of Do•ain Variance <RSDV> technique has 

several •ain objectives. First, it has as one •ajor objective the 

providing of a •ethodology for the si•ultaneous investigation of •ultiple 

variables, each of which •ay have •any different levels, in a controlled 

experi•ent. Unlike ANOVA, which has severe li•itations on the total 

number of variables and levels within variables that can be investigated 

in a single study, the RSDV technique is, essentially, unrestricted. The 

second, and equally i•portant, objective of the RSDV technique is to allow 

the results obtained fro• RSDV studies conducted in a laboratory setting 

to generalize to the real world. A third objective of the RSDV technique 

is to serve as a theoretical bridge for •oving between laboratory and 

field studies. 

In an earlier section, the advantages of controlled 

experi•entation were enu•erated. Th e RSDV technique per•its all of those 

advantages to be fully realized in that: (1) the events of intorest which 

will occur can be controlled so that the experi•enter can be fully 

prepared to observe and/or record the behavior being studied; <2> the 

sequence of events which occurred can be known and can be repeated, if 

desired, by either the experi•enter or others to validate the results 

obtained; and (3) the experi•ental conditions can be syste•atically varied 

to deter•ine conco•itant variation in the criterion <or criteria>. Later , 

it will be seen that the •ethod used for syste•atically varying the 

experi•ental variables in RSDV studies i s quite different fro• the method 

nor•ally used in syste•atically varying the •ain effects in an ANOVA 

design. 

5 - 1 



5. THE   EFFICACY   OF   RANDOM   SAMPLING 

A   basic   difference   between   RSDV   and   ANOVA   is   that   ANOVA 

typically   uses   repeated   and   exhaustive   sampling   of   the   same   few   levels   and 

few   variables   while   RSDV  utilizes   a   far   more   efficient   random   sampling   of 

any   nusber   of   levels   for   any   number   of   experimental   variables.      That   is, 

ANOVA   tends   to   require   the   experimenter   to   repeatedly   sample   the   same 

levels   of   variable  A   for   every   level   of   variable   B  used   in   the   experiment. 

RSDV   does   not   require   this   for   two   very   good   reasons.      First,   and, 

perhaps,   most   importantly,   the   actual   variables  A   and   B   may   not   be 

independent   of   each  other   in   the   real   world.      If   they   are   not   independent 

in   the   real   world,   then   the   ANOVA   strategy   forces   the   experimenter   to 

collect   data   which   are,   at   best,   not   particularly  representative   of 

situations   in   the  real   world,   and,   at   worst,   may   even   be   drastically 

misrepresentative  of   the  real   world.      If   the  ANOVA  method   forces  the 

collecting  of   data  which  are   not   representative  of   the  real   world,   then 

estimates  of   performance  based   on   those  unrealistic   situations   cannot   lead 

to  unbiased  estimates  of   performance   in   the  real   world.     Secondly,   by 

randomly   sampling  more  of   the  possible   (and  probable)   combinations   of   A 

and  B,   the  experimenter  ensures   an   unbiased  estimate  of   both   of   those 

variables  and   any  concomitant   performance  variation  they   may  be 

responsible  for   in  the  criterion.     When  the  actual   population   of   effects 

of   interest consists of   multiple  variables  and  multiple   levels   within   those 

variables,   exhaustive  sampling   of   all   possible  combinations   may  be  neither 

prudent   nor   feasible  whereas   a   random  sampling  of   those  possible 

combinations   (in  proportion   to   their   likelihood  of   occurrence   in   the  real 

world)   will   always  be  possible,   obviously  more  efficient,   and   certainly 

more  prudent   since  such  samples  do   lead   to  unbiased  estimates   of   the 

performance  of   interest. 

5.3 PROCEDURES   FOR  CONDUCTING   RSDV   STUDIES 

The  capability   of   the   RSDV   technique  to  provide   a   means   by   which 

answers   to   complex   and   interesting   real   world   problems   can   be   obtained 

from   experimentally   controlled   laboratory   studies   dictates   a   need   for   a 

systematic   method   for   accomplishing   such   studies.     There   are   four   major 

phases   involved   in   conducting   RSDV   studies.      They   are: 
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1. specifying the domains of interest 

2. selecting the sample of situations to study 

3. creating the situations and collecting the data, and 

4. analyzing the data and drawing inferences and conclusions. 

The third phase (i.e., creating laboratory situations and 

collecting data) is no different for RSDV studies than for other types 

(e.g., ANOVA) of studies.  Consequently, no further discussion of that 

phase will be provided here.  Also, the fourth phase (i.e., analyzing the 

data and drawing inferences and conclusions) presents no novel problems 

for RSDV studies.  An RSDV study, of course, eliminates the possible use 

of ANOVA as the analytical approach and requires usage of one or more of 

the classical multivanate techniques (e.g., multiple correlation, factor 

analysis, etc.).  Some possible approaches to how these multivanate 

techniques could be used to analyze the data from RSDV studies were 

previously discussed. 
m 
.v.' 'A: 

The first two phases of RSDV studies represent new kinds of 

activities not required by ANOVA studies.  To a large extent, the 

activities required in these phases are very closelv related to modeling 

and simulation.  Many researchers may be unfamiliar with this field. 

The following sections provide some suggested approaches for how one can 

efficiently and effectively meet the requirements for accomplishing the 

activities required during the first two phases. 

5.3.1     Specifying the Domains of Interest 

Many possible domains of interest exist in the real world, and a 

researcher is free to choose the particular combinations of people, tasks, 

and environments to be studied.  A given researcher's concern with some 

real world problem should dictate what particular categories of people, 

tasks, and environments are to be specified, but the scope of these domain 

categories may range from being quite narrow to very broad.  The 

requirement to specify the particular real world of interest by specifying 

the people, task, and environmental domains is needed to resolve possiile 

ambiguities of what is actually being studied.  It must be recognized, 

however, that it is probably impossible to ever completely specify all 
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possible details about a given real world of interest.  It is highly 

likely that no researcher really knows or understands all the details 

about some real world of interest.  For this reason, a distinction can be 

made between the actual real world (ARW) of interest and the specified 

real world (SRW) of interest.  A researcher can discuss the ARW 

in very general terms.  For example, a researcher might typically say that 

he is interested in studying "the performance of assembly line workers who 

have to make rapid decisions under noisy conditions" or "the performance 

of military tactical officers who must assess and evaluate complex combat 

situations during periods when extreme danger is imminent".  We may note 

that both of these statements contain information about the people-domain 

of interest (i.e., "assembly line workers" and "military tactical 

officers").  Both contain information about the task-domain of interest 

(i.e., "make rapid decisions" and "assess and evaluate complex combat 

situations"), and both contain information about the environmental-domain 

of interest (i.e., "under noisy conditions" and "during periods when 

extreme danger is imminent").  But, in general, while such statements may 

provide a preliminary global definition of the ARW, they tell others 

precious little about the specific composition of the respective people, 

task, and environmental domains in those ARWs.  More to the point, 

however, is the fact that merely studying, say, some assembly line workers 

making some rapid decisions under some noisy conditions will probably not 

be a random (or representative) sample of that total domain.  If that is 

true (and there is no reason to believe that it is not), then the 

investigator should not try to generalize his results to the larger, more 

inclusive domains which were only globally stated. 

To a large extent, this problem is identical to the one 

concerning random and fixed models in ANOVA.  The RSDV procedure does not 

demand that the investigator specify the people, task, and environaental 

domains in which he is interested.  But, the RSDV procedure does insist 

that the investigator should fairly precisely specify the people, task, 

and environmental domains that were randomly sampled during the course of 

the study.  Obviously, it is to those domains, and only those, which the 

obtained results can be generalized with any great degree of confidence. 

^ 
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These specifications begin with the names of the variables which 

describe the composition of the people, task, and environmental domains 

that will be sampled in the study.  Such variables will hereafter be 

referred to as the domain descriptor variables.  Thus, in reporting an 

RSDV study, the researcher should include a section entitled "Domain 

Descriptor Variables."  Three subsections should be included for the 

people domain, the task domain, and the environmental domain.  The nature 

of domain descriptor variables should be such that every element within 

the particular applicable domain must be able to receive a score on each 

named variable.  For example, each person in the people domain must be 

able to be scored on each people domain descriptor variable.  Similarly, 

every type of task which is considered to be part of the task domain of 

interest must be able to be scored on each task domain descriptor 

variable, and so forth. 

Having decided on the various variables to be used as domain 

descriptors, the next step is to determine or estimate the probable 

distributions of the possible scores on each domain descriptor variable in 

that portion of the real world in which the researcher is interested.  For 

example, with regard to the people domain, personnel records containing 

many different variables may already exist on actual persons in the people 

domain of interest.  Prior analyses of such data may already be available 

which provide information on the distributions of those variables' scores 

and on the correlations among those variables.  If not, a random sample of 

data from those personnel records could be obtained and such information 

could be calculated.  If no prior data has been collected on the people in 

the people domain of interest, it certainly indicates that the researcher 

probably knows very little about the elements of that domain and its 

overall composition.  If such is the case, it is certainly advisable for 

the researcher to take time to decide what variables would adequately 

describe the domain of interest and then to gather some actual domain 

descriptor variable data on a random sample of people from that domain of 

interest before going on with the study. 
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For the task domain of interest, it is even more likely that no 

records will exist which can be used to locate various tasks of interest 
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□n   task   descriptor   variables.     Obviously,   it   is   also  impossible   to   "test   a 

task"   to   see   what   scores   it   deserves   on   the   various   task   descriptor 

variables.      In   such   cases,   the  researcher   may   have  to  employ   "task 

experts"    (i.e.,   personnel   from  the   real   world   of   interest   who  are 

intimately   familiar   with  the  task   domain   in   question)   to  not   only   help 

describe   what   tasks   actually   belong   in   a   given   task   domain   of   interest, 

but   also   for   estimating   the  relative   frequencies  with   which   those   tasks 

occur   in   the   task   domain   of   interest.      It   should   be  recalled   that   each 

task   included   in   a   task   domain   of   interest   must   be  able  to  be   "scored"   on 

each  of   the   task   descriptor   variables   being   used   as  part   of   the  task 

domain   description.     The   insistence  on   meeting   this  requirement   is   that 

almost   any   generic   task   (e.g.,   tracking,   data   entry,   target   recognition, 

etc.)   has   a   large  number   of   parameters   on   which   that   generic   task   can   be 

varying   and   still   be   that   kind   of   a   task.      A  tracking   task,   for   example, 

may  be  pursuit   or  compensatory,   the  target   itself  may  be  driven  by   a 

virtually   infinite  number   of   complex   signals,   the  types  of   displays   used 

to   inform   the   tracker   of   the  current   situation   may  vary  widely,   the 

control   devices  furnished  to  the  tracker   for  manipulating  the  acquisition 

of   the  target   may  also  vary  widely,   and   so  forth.     However,   as  long   as  one 

stays  within   the  tracking  task  domain,   the   same  variables  should  be  used 

to describe   any  type  of   tracking  task.     The  same  observation  can  be  marie 

with  regard   to,   say,   a  data  entry  task.     That   is,   a  large  number   of 

variables  will   be  needed  to  precisely  describe  each  possible  kind   of   data 

entry  task.     But   the  variables  needed  for   describing  a  tracking  task   are 

not  the  same   as  those  needed  to  describe,   say,   data  entry  tasks.     Indeed, 

many of   the  tracking  task  descriptor  variables  would  be  irrelevant   for   a 

data  entry   task   and  vice  versa.     Because  of   this,   we  can  readily  recognize 

that  there   are  multiple  task  domains.     A  researcher  may,   of   course,   choose 

to  include  multiple  task  domains  in  a  given   study.     This  is  certainly 

permissible,   but  each  task   domain   included   in   the  study  must  have   its  own 

set  of   task   descriptor  variables.     And,   within  every  task  domain   included, 

the  "position"   of   each  possible  task   in   that   domain  must  be  estimated   for 

each  of   its   descriptor   variables,   and   the   frequency  with   which   those   tasks 

occur   in   the  real   world  of   interest   should   be  specified.     From  such   data, 

it   is  possible   to  calculate   the   interrelationships  of   the  task   descriptor 

variables.     Volume  4  of  this  series  gives  examples  of   various  task 
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domains that are applicable for a variety of jobs accomplished by Naval 

Flight Officers.  An example of variables used to genencally describe 

some of those task domains is also furnished in the document. 

Similar determinations (of distributions and interrelationships 

□f descriptor variables) should also be made for the environmental domain 

(or domains) under which the persons in the specified people domain must 

perform the tasks in the specified task domainis).  Many tasks done by 

humans are accomplished under conditions and in surroundingB that would not 

differ significantly from those conditions and situations that typically 

exist in a laboratory setting.  If this is the case, then the researcher 

should stipulate that,rather than going into an overly elaborate 

description of, say, what a typical office is like.  However, oany human 

tasks of interest must be conducted inder environmental conditions which, 

unless they are properly simulated in the laboratory, would be quite 

different and those differences could significantly effect the performance 

of the people in the study. 

Finally, if one is interested in generalizing the results to a 

particular real world of interest, a determination should be made for the 

interrelationships among the people, task, and environmental variables. 

That is to say, some "kinds" of people in the people domain of interest 

may do certain "kinds" of tasks in the task domain more frequently than 

do other kinds of people.  Similarly, some kinds of tasks may be more 

prevalent under certain environmental conditions than others are.  Again, 

estimates of this type of information may require "experts" from the field 

who have an intimate familiarity with what typically happens in the real 

wor1d of interest. 

m 

The need for these aforementioned specifications of the domains 

of interest is that, as researchers, we would like to be able to "fill a 

large box" with the correct populations of people, task, and environment 

combinations so that, ultimately, we can randomly draw a sample from that 

box and collect our research data on the performance of those people doing 

those tasks in those environments.  If we could do this, then, we know 

that performances obtained from that sample will yield unbiased estimates 
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of the performance!; for the entire joint populations of people, tasks, and 

environments of interest to us.  The need for the detailed specifications 

of the distributions and interrelationships for the people, task, and 

environment descriptor variables is not for ultimately collecting data on 

tach possible combination, but, rather, to be able to mathematically 

specify the populations of interest so that we may, at a later time, 

obtain an appropriate random sample from it. 

m 
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The Number of Variables Needed to Describe a Domain 

From the standpoint of being parsimonious, a researcher would 

prefer to adeguately describe any given domain (people, tasks, or 

environments) with as few descriptor variables as possible.  However, a 

researcher may not know what minimum sized set of variables will 

accomplish that goal for a given domain of interest.  Usually, there will 

be a variety of ways to describe people, tasks, and environments.  If a 

researcher initially uses more variables than needed to adequately 

describe a given domain, no harm will be done; some information will be 

overdetermined.  If some variables contain information which overlaps that 

contained by other variables, this redundant information should be 

reflected in a relationship between the scores on those variables.  While 

a researcher is not obligated to include every type of descriptive 

variable which could be used to describe a domain, it is certainly 

preferable to overdescnbe the domain than to use so few variables that 

the domain is obviously incompletely or ambiguously described. 

5.3,1.2   format for the Domain Descriptor Variables 

The important pieces of information needed about each domain 

descriptor variable, in addition to a verbal description of the variable, 

include the vector of applicable scores for that variable, the relative 

frequencies with which those scores are assumed to occur within the domain 

of interest, and the relationship of each variable with the other domain 

descriptors.  The researcher also may wish to include the rationale for 

why each particular domain descriptor was chosen and how estimates of the 

frequencies and correlations with other descriptors were obtained (e.g., 

existing analyses, analyses based on random samples of available data, 

data collected by the investigator in order to be able to describe the 
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domain, "expert" estimates, etc.).  H a descriptor variable does have a 

distribution whicn conforms (or is assumed to conform) to some theoretical 

distribution shape (e.g., normal, rectangular, or binomial), then 

inclusion of the mean and standard deviation for those variables contains 

sufficient information that the frequencies of various scores need not be 

given.  A multinomial variable (i.e., one which has more than two possible 

scores) which does not conform to a well-known theoretical distribution 

can be sufficiently described by the vector of probabilities associated 

which each of the possible scores.  A continuous multinomial variable  can 

usually be adequately described with, say, ten to twelve discrete 

intervals. 

Selecting the Situaticms to be Studied 

vv 
>"•■' [v 

Having derived the specified domains, the researcher now has 

specified all the variables which define the model of the real world which 

is to be the subject of the RSDV study.  The researcher is now ready to 

select situations from that domain.  This must be accomplished using 

random sampling if results of the study are to be generalized to the 

entire modeled real world.  Use of the computer is especially helpful in 

doing this phase of the effort.  Several possible methods will be 

discussed.  Each method should lead to a sample of creatable situations 

which, taken together, will represent a random sample of the variation 

within all of the domains being studied.  Volume 5 of this series contains 

some examples of how a computer can be used to randomly sample a fairly 

complex domain which requires many different variables to describe it. 

s.' 
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5.3.2.1   Selecting the Sample of People to Study 

In a human performance study, the actual people on whom data 

will be collected cannot be created, but should be acquired by either 

bringing into the laboratory a random sample of persons from the specified 

people domain, or by going into the field with a portable laboratory and 

collecting data on a selected sample from the field.  This selected sample 

from the field must be carefully constructed so that its final composition 

closely matches the people domain specifications.  If a given field site 

has more cf a certain type of person than the domain as a whole, then 

relatively fewer numbers of that type of person should be selected. 
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Techniques for stratified random sampling to arcoroplish this purpose are 

well known and discussed in other sources. 

5.3.2,2   Selecting the Sample of Tasks and Environments 

At the time when the study is actually conducted, the selected 

tasks and environments to be presented to the selected persons being 

studied must be available.  This means that whatever tasks are to be 

studied must be able to be simulated at the appropriate times.  It must be 

remembered that the objective of the RSDV study is, in part, to determine 

how the various elements of the real world tasks and environments 

influence human behavior.  Theoretically, this goal can be accomplished 

using either of two methods.  The first method is referred to as the "real 

task" method.  It involves simulating versions of the actual real world 

tasks in the laboratory.  The second method is referred to as the "generic 

task" method and involves creating tasks which contain appropriate 

mixes of the elements of the real world tasks, but no single generic task 

may be exactly like any known real world task.  The former method is 

sometimes easier to use because the actual real world tasks can be 

understood and simulated with relative ease.  The latter method may be 

more difficult when it comes to trying to invent a generic task (for use 

in the laboratory) which has a combination of task elements in it which 

make it like real world tasks but not necessarily identical to any known 

real task. 

There are excellent reasons for using either method.  For 

example, when the real task method has been used, the validity of task 

performance in a laboratory study can be more easily determined by 

comparing performance on those same tasks in field situations.  On the 

other hand, if the generic task method is used and performance on actual 

real world tasks in the field can be predicted by the results obtained 

from the laboratory study, then one should have greater confidence in the 

ability of the results to generalize and to predict task performance on 

new real world tasks which might occur in the future. 
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Selecting a random sample of so-called real tasks requires a 

somewhat different approach than that used for selecting a random sample 
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of generic tasks.  If one uses the real task method, then the frequency 

with which each of the real tasks in that domain should be known.  If we 

assume that there are K real tasks within the domain then the relative 

frequencies with which tho.^e tasks occur can be converted into 

probabilities such that the probabilities across all K tasks wi11 sum to 

one.  The tasks, themselves, can be randomly numbered from 1 to K and 

their respective probabilities can be entered into a vector having K 

entries.  This vector can then be converted into a cumulative probability 

vector by adding the sum of all the preceding entries to each consecutive 

entry.  This vectors final entry must, of course, be equal to one.  To 

determine which of the K tasks to utilize on any given trial, the computer 

can generate a random deviate (a value having equal probability for all 

values between zero and one).  The computer can, starting with the first 

entry in the cumulative probability vector, compare the generated random 

number with each entry in the cumulative probability vector.  Whenever the 

generated random number is found to be equal to or less than the entry in 

the cell being compared, the process is stopped and that particular task 

is selected as the appropriate one.  Following this simple procedure, 

which is extremely easy to program for a computer, will assure that the 

task selected is a random sample from the specified task domain.  To 

select additional tasks, additional random numbers are generated and used 

as described above.  The entire sample of tasks selected in this way must, 

by definition, be a random sample of the specified task domain, regardless 

of the number of tasks in the specified domain and regardless of the 

actual size of the sample drawn from that domain. 

■•■>jVJ 

When the "real task" method is used, it is probably desirable to 

separately estimate the probable frequencies of the various possible 

environments in which each task must be done.  Thus, each real world task 

in the domain can have a separate vector of probabilities of each possible 

environment.  The computer, having determined a given task to use can now 

retrieve the appropriate environmental cumulative probability vector for 

that task, and, by generating another random deviate, can select the 

environment to pair with that selected task.  This procedure also assures 

a random sample of the environment domain and allows any kind of suspected 

or known task-environment interaction to be properly represented in the 
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total    sample   of   tasks   and   environments   drawn.       If    it   turns   out.   that    that 

there   are   no   real    interactions   between   tasks   and   environments    (i.e.,    a 

particular   environment   would   have   the   same   probability   of   occurring   for 

any   selected   t a s k J ,   then   the   same   environmental   cumulative   probability 

vector   would   be   applicable   for   all    tasks,    and   the   computer   will    not   have 

to   distinguish   which   tasl:   it   has   selected   to   be   able   to   determine   what 

environment   is   to   be   randomly   paired   with   it.      This   is   identical    to   saying 

that   the   environments   are   assumed   to   be   independent   of   the   tasks. 

TT/nrna 

In the "real task" approach, the matrix of interrelationships 

among the task descriptor variables could be ignored and the tasks can be 

selected strictly on the basis of their probable frequencies.  From our 

earlier discussion on the random sampling of items having multiple 

attributes, it should be obvious that if the selection of items from that 

domain is a random one, we should also have obtained a random sample of 

the values for each of the domain descriptor variables.  The "generic 

task" approach can be thought of as the reverse of this process in that, 

for it, we first obtain a randomly selected value for each task domain 

descriptor variable and, then, use these variables' values to define a 

generic task.  The procedure to accomplish this is very similar to that 

used in the "simulated data generation" technique discussed earlier.  It 

starts by factor analyzing the interrelationships among the tasks and 

environments to obtain the independent common factors and to determine how 

much of the variance of each domain descriptor is being accounted for by 

those common factors.  Additional "unique" independent factors are then 

created so that all of the variance of each variable is accounted for. 

For each factor (common and unique) a cumulative probability vector must 

then be created so that it can subsequently be used, in conjunction with a 

random deviate generated by the computer, to determine a standard score 

for each factor.  To obtain each generic task description, the computer 

will generate a random deviate for each independent factor, convert those 

values into a standard scores for each factor, and multiply the standard 

scores by the respective factor loadings for each domain descriptor 

variable.  This will result in a each generic task having an assigned 

value for each descriptor variable.  The investigator can take these 

descriptions and create a generic task that matches those descriptions. 
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As •entioned earlier, every generic task selected in this fashion will 

fall so•ewhere within the task do•ain, but it •ay not correspond perfectly 

with any known real task. A si•ilar state•ent can be •ade with regard to 

the generic environ•ent derived in this •anner. In essence, the generic

task <and generic-environ•ent) •ethod derives •ultiple attribute values 

for a task and environ•ent that is to be si•ulated in the laboratory. 

Since the generic tasks and envi t Jn•ents are derived fro• 

rando•ly sa•pling the task and environ•ent do•ains, as described by their 

respective do•ain descriptor variables, the obtained sa•ple of generic 

tasks and environ•ents specified by the above process will also represent 

a rando• sa•ple of those do•ains. One possible approach is to have the 

co•puter deter•ine a rando• sa•ple of tasks and environ•ents and then to 

present all of thee to each •e•ber of the sa•ple of persons being used. 

In this way, correlations across people for all sa•pled task and 

environ•ent co•binations can be co•puted. This correlation •atrix can be 

factor analyzed to deter•ine how aany different independent factors are 

influencing perfor•ance in the •odeled do•ains. The obtained factors can 

be treated as criterion variables to be predicted using •ultiple 

correlation w~ere the people, task and environ•ent descriptors are the 

potential predictors. This will per•it a prediction equation to be 

developed that deter•ines the best weights for those variables to predict 

the perfor•ances obtained in the study. These •eights can also be used to 

predict how any of the actual real tasks would have been perfor•ed had 

they been used instead of generic tasks. Such scores could then be 

co•pared with actual perfor•ance of those sa•e persons doing a sa•ple of 

known real tasks. 
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6.  SUMMARY 

VV' 

This document has presented the rationale and background for the 

Randon Sampling of Domain Variance (RSDV) technique.  The R5DV technique 

is seen as a powerful alternative to the Analysis of Variance (ANOVA; 

method, especially for the purposes of experimental design. The historical 

dissatisfaction with ANOVA results, and their traditional inability to 

generalize to real world problems was described.  It was concluded that 

ANOVA, while being a valuable technique for investigating problems in 

which there are only a very few important variables which could effect 

human performance, was severely limited and restricted by its requirement 

for proportional cases in data cells and its requirement for forcing the 

experimental variables to be independent of each other.  These 

requirements of ANOVA not only restrict its applicability to fairly simple 

jrca.ems. Dut rnev also rreauemiv rorce the collection or data which wav 

be misrepresentative of the real world situations of interest to the 

i nvestiqator. 
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The various decisions confronting investigators who are 

interested in conducting human performance studies were discussed.  How 

those decisions can impact the results and conclusions reached by an 

investigator wa'i also described.  Decisions facing the investigator fall 

into three major categories: (a) what will be studied, (b) what 

performance measures will be recorded, and (c; what analysis methods will 

be used.  One of the problems which became apparent during the development 

of the RSDV technique was that investigators sometimes have little 

specific understanding of the composition of the real world for which they 

desire to do research.  Both the ANOVA technique (at least while using 

fixed and mixed effects models) and field study techniques do not require 

the investigator to specify the real world to which they would like to be 

able to generalize their results.  Failure of investigators to specify the 
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people, task, and environ•ent domains in human performance studies have 

resulted in their subsequent inability to recognize that data collected by 

them had little hope of being representative of the real world 

performances of humans for which they had professed an interest. The RSD V 

technique recognizes this drawback and makes domain specification a 

central part of conducting research studies of hu•an performance. 

The principles and a variety of applications of rando• sampling 

were described. The RSDV technique was shown to be a natural extension to 

experimental design randomization procedures and an obvious application of 

random sampling similar to that which underlies the theory of significance 

testing. The actual rando• sampling during an RSDV study is for the 

purpose of determining what task and environment co•binations will be 

studied in laboratory situations so that the investigator can be assured 

of obtaining unbiased esti•ates of perfor•ance in the specified real world 

of interest. The RSDV technique is also seen to be a natural extension of 

mathe•atical ~odeling and si•ulation technology. 

Procedures for how investigators •ight go about specify i ng the 

people , task, and environ•ental do•ains of interest for RSDV studies were 

described. The usage of co•puters to ensure appropriate rando• sampling 

from those specified do•ains was also discussed. Finally, how various 

multivariate procedures, including multiple correlation and factor 

analysis, can be used to analyze human performance data collected in RSDV 

studies was discussed. 
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